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Goal The course will introduce advanced linear algebra tools that
are commonly used in many applications in Control and
System Theory. The course will address this topic from
different perspective: (i) Theory with formal proofs of many
results, (ii) Algorithms to understand the most common
algorithms used in MATLAB or Python for Linear Algebra,  (iii)
Implementation via MATLAB of algorithms and performance
evaluation on large data sets.

Syllabus  Vectors: inner products, norms, main operations
(average, standard deviation, ...)

 Matrices: matrix-vector and matrix-matrix
multiplication, Frobenius norm,

 Complexity, sparsity
 Special matrices: Diagonal, Upper Triangular, Lower

triangular, Permutation (general pair), inverse and
orthogonal

 A square and invertible: LU decomposition (aka
gaussian elimination), LU-P decomposition, Cholesky
decomposition

 Ax=b via LU-P decomposition: forward and backward
substitution

 (sub)Vector spaces: definitions, span, bases (standard,
orthogonal, orthonormal), dimension, direct sum,
orthogonal complement, null space, orthogonal
complement theorem

 Gram-Smith orthogonalization and QR decomposition
(square and invertible A, general non-square)

 Ax=b via QR decomposition. LU-P vs QR
 Linear maps: image space, kernel, column and row rank



 Fundamental Theorem of Linear Algebra (Part I): rank-
nullity Theorem, the 4 fundamental subspaces

 Eigenvalues/eigenvector and Shur decomposition
 Projection matrices: oblique and orthogonal, properties
 Positive semidefinite matrices: properties and quadratic

functions, square root matrix
 Properties of A'A and AA' and Polar decomposition
 Singular Value Decomposition: proofs and properties
 Pseudo-inverse: definition and relation to SVD
 Fundamental Theorem of Linear Algebra (Part II):

special orthogonal basis for diagonalization
 Least-Squares: definition, solution and algorithms
 Ill-conditioned problems vs stability of algorithms,

numerical conditioning
 Regularized vs truncated Least-Squares
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Examination method Homework sets assigned after each lecture. Final examination
by written test on theory and algorithms.
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